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Abstract

Both information visualization and statistics analyse high
dimensional data, but these sciences provide different
ways to explore datasets. While techniques of the former
field provide graphics so that the user can visually detect
patterns of interest, statistical algorithms apply the capa-
bilities of computers to produce numerical reports from
the data. Based on this observation a combination of tech-
niques of both sciences can help to overcome their draw-
backs. For this purpose a library was compiled that con-
tains statistical routines, which are of high importance for
information visualization techniques and allow a fast mod-
ification of their results, to integrate possible adaptations
in the interactive visual data mining process.
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1 Introduction

The exploration of high dimensional datasets is a tremen-
dously growing working field. With the capabilities of to-
day’s computers to handle data containing millions of data
points and thousands of dimensions it is essential to ap-
ply efficient methods to extract the information the user is
searching for. Statistical routines and techniques of infor-
mation visualization are useful to achieve this goal. But as
one method on its own has several shortcomings combi-
nations between the different capabilities of these sciences
could be developed to improve the exploration of multi-
variate data, the so called data mining process.

Information visualization techniques create graphics
and animations that stress certain structures and aspects
of high dimensional data. The user, who examines the
data, applies his or her pattern recognition skills as well as
the experience and knowledge about the data to draw the
correct conclusions. This is an efficient approach to de-
tect data items of special interest, examine the main trends
in the data or investigate functional dependencies between
variables.

In contrast to that statistical routines use the possibilities
of computers, which execute millions of operations within
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milliseconds. This allows the fast calculation of facts and
numerical summaries. Also models that can predict vari-
able values or introduce a simplification of the data can
be fitted. Thus coherences within attributes as well as
significant patterns of the data items can be revealed and
analysed.

Because of the usage of different systems that gather the
information of interest, a combination of those sciences
would introduce a verification of the results of the applied
methods. Consequently an error detection approach for the
data mining process could be established that decreases
the probability that wrong conclusions are implied. But
the intelligent application of the strengths of the disparate
techniques also makes a more efficient data exploration
possible.

To achieve this collaboration, in this work the im-
plementation of a library containing statistical routines
adapted for the use in information visualization applica-
tions is presented. Because of the vast number of routines
developed in the field of statistics for data analysis and
exploration, the basic functionality, that every visual data
mining tool should provide, had to be determined. Fur-
thermore aspects like robustness, which decreases the oc-
currence of distorted results caused by outliers, and fuzzy-
ness, which allows soft decision boundaries to describe
uncertainties, are considered. A further demand on the
library is, that its routines must be able to process large
datasets efficiently.

Additionally a sample application was developed to
demonstrate possible combinations of visualization and
statistics. In the focus of this tool are tasks like outlier de-
tection, dimension reduction and clustering, where com-
putational approaches are combined with visual verifica-
tions and user interactions that can manipulate the results
of the statistical routine. Special attention was paid on an
interactive workflow were the user can determine the order
of the steps of the data mining procedure.

The following section outlines the main statistical ap-
proaches, that were considered for this work, and exam-
ples of applications that already realize an interactive col-
laboration between computational routines and visualiza-
tions. In section 3 the possible benefits of this combination
approach are discussed, followed by a description of the
implemented functionality for the statistics library. After-
wards a proof of concept case demonstrates the usefulness



of the integration of statistical methods into information
visualization applications. Before the paper is concluded,
issues considered for the implementation of the library are
depicted in section 6.

2 Related Work

The information visualization techniques to illustrate mul-
tivariate datasets are manifold. They can be roughly clas-
sified into the four categories geometric projection tech-
niques, icon-based and pixel-based approaches and finally
hierarchical visualizations [13]. This work applies graphic
representations of the first type, which maps the variables
of the data on the screen space. The most popular ap-
proaches of this category are scatterplots and scatterplot
matrices [8] as well as parallel coordinates [14]. For scat-
terplots two attributes are mapped on the x and on the y
axis of the visualization space and data items are repre-
sented by points in the coordinate system that is spanned.
To allow an illustration of all dimensions of a dataset a
scatterplot matrix was introduced, which shows all possi-
ble tuples of variables by scatterplot visualizations. The
parallel coordinates achieve the representation of all at-
tributes by mapping them on axes which are drawn as
equidistant vertical lines. The data items are illustrated by
poly lines, which connect the projected dimension values.

Also the field of statistics provides a multitude of analy-
sis procedures for data exploration. In the scope of this
work only tasks are addressed that are of special impor-
tance for a visual data mining application. Therefore
the multivariate outlier detection, dimension reduction and
clustering techniques are considered.

As outliers strongly influence statistical routines and
cause wrong results, an efficient detection of these ob-
ject is crucial. For this purpose a variety of heuristics has
been developed. The most popular approaches are distance
based, density based and distribution based methods. Rou-
tines of the first type consider the distance of each data
item to itsk nearest neighbour. If this distance exceeds a
user specified limit, the object is identified as outlier [17].
Density based techniques refer to a volume parameter and
a minimum number of data points that has to be located
within this volume to define dense regions. Data items
that could not be assigned to such an area are marked as
outlying [7]. The multivariate outlier detection application
that is applied in this work uses a distribution based ap-
proach, which assumes that the data applies to a multivari-
ate elliptic distribution. Therefore for each data item the
robust distance is calculated, which is based on the robust
estimate of the covariance matrix [21], that describes the
shape of the data cloud. If the data objects correspond to
the distribution constraint their distance measures show a
chi-squared distribution. Consequently a chi-squared dis-
tribution quantile can be considered to determine a deci-
sion boundary that differentiates between outliers and ac-
tual data points.

Clustering approaches group similar data items to intro-
duce partitions of the data. The main two methodologies
for this task are hierarchical and partitional techniques. A
hierarchical clustering based on a merging operations ini-
tiates each data item as cluster. Afterwards the two most
similar clusters are merged to a new cluster. This proce-
dure is iteratively performed until only one cluster rep-
resenting the whole dataset remains. This nested group
structure can be represented by the tree-like dendrogram.
In contrast to that partitional approaches assign data items
to clusters according to an update rule that optimizes a
global energy function. The most popular algorithm of this
type is thek means clustering [12], wherek indicates the
user defined number of partitions that are created. While
these routines assign each data item to exactly one cluster,
fuzzy clustering approaches exist, which calculate for each
object membership values, that indicate to which degree it
is associated with each cluster. For this purpose the fuzzy
k means algorithm [6] was considered.

To reduce the dimensionality of a dataset three main
techniques were introduced. The self-organizing maps
(SOM) [18] are based on an unsupervised machine learn-
ing approach, that tries to iteratively fit reference vectors
in data space to the structure of the data items. These vec-
tors are connected in a two dimensional lattice which rep-
resents the low dimensional projection of the data. Multi
dimensional scaling (MDS) techniques [19] try to achieve
a projection of the multivariate data that maintains the dis-
tance relationships between pairs of data items. The sim-
plest but nevertheless popular dimension reduction tech-
nique is the principal component analysis (PCA) [15],
which evaluates the directions of the major variances in
the data cloud. These directions are called the principal
components, on which a mapping of the data items can be
performed. As the first principal components describe the
majority of the variance in the data, a subset of these ar-
tificial dimensions can be chosen to span a subspace con-
taining the main information of the data space.

Feature subset selection approaches have the same aim
as dimension reduction techniques. But a low dimensional
representation of the data is achieved by choosing only the
most informative data attributes. As this concept was de-
veloped for supervised machine learning routines, it is dif-
ficult to apply for data exploration, because no measure for
the quality of an attribute can be intuitively introduced.

The integration of computational routines in informa-
tion visualization applications gained importance in the
last 10 years. Therefore mainly clustering and the creation
of low dimension data representations were applied. The
reasons why data partitioning has been favoured are that
group finding algorithms provide a fast categorization of
the data and significantly improve the detection and inter-
pretation of the main trends. The focus on the reduction of
variables simply rises from the fact that humans are used
to think in three dimensional spaces, while multivariate
datasets represent their main information in a higher num-
ber of attributes. To overcome this discrepancy projec-



tion methods as well as feature subset selection approaches
were applied.

But while simple visualizations of statistical results only
serve to explore and present them, an interactive combina-
tion of statistics and visual techniques is rarely realized.
An example therefore is the Visual Hierarchical Dimen-
sion Reduction (VHDR) [24] system, which applies a hi-
erarchical clustering on the attributes of the data. The in-
troduced dimension groups can be investigated and modi-
fied by using InterRing [25] a radial visualization tool for
hierarchical data. Finally representative dimensions per
selected cluster can be chosen. This approach integrates
the user’s knowledge and experience into the feature sub-
set selection task for which a starting point is created by a
statistical routine.

An interactive visual feature subset selection and clus-
tering tool is presented in [11]. By calculating a measure
for the ”goodness of clustering” for each pair of variables
a color coded matrix visualization is established where
bright fields represent attribute combinations that show
significant cluster structures. As an ordering heuristic is
applied on the attributes the user can identify light regions
in the visualization which represent groups of variables
that allow a partitioning of the data items. These dimen-
sions can be selected and used for a hierarchical clustering
approach, that detects groups of arbitrary shapes, because
of the integration of graph and density based clustering
concepts. The additional parameters, that were introduced
by this enhancements, as well as the number of detected
clusters in the data can be steered by interactive visualiza-
tions.

A further example describing the power of the combi-
nation of visualizations and computationl routines is the
HD-Eye approach [13], which adapts the OptiGrid clus-
tering [16], so that the user is involved in the group find-
ing process. Therefore a density estimation of the clus-
tering procedure is used to decide, whether the data space
can be subdivided by seperators like hyper planes, that are
positioned in sparse regions. To achieve this a set of pro-
jections is suggested from the system, for which an icon-
based visualization indicates, if a mapping is helpful to
decide, where a separator can be introduced. The user can
select the projection that shows the most significant gaps
between groups of data. A histogram-like view, showing
the agglomerations of data items by high bars is applied
to define a separator. This approach is iteratively applied,
until no subspaces can be divided anymore. Consequently
this approach is an attempt to incorporate the capabilities
of the human visual system into a clustering routine to
achieve better results.

3 Integration of Statistical Function-
ality in Visualization

As the sciences visualization and statistics rely on differ-
ent systems that analyse the data, their weaknesses and
strengths are mostly dissimilar. Interactive visual applica-
tions provide graphics that can be modified by the user to
achieve an efficient information drill down process, where
firstly an overview is given. Afterwards zooming and fil-
tering techniques allow the concentration on patterns or
data items of special interest. Finally details-on-demand
operations show numerical summaries or the data values
of the selected subset themselves. Therefore mainly the
user’s extraordinary pattern recognition skills and knowl-
edge about the data guides the exploration process [23].

Contrary to that statistical routines are algorithms and
calculations of formulas that use computers to cope with
the enormous computational effort for large datasets. This
implies that the applied procedures have to be well cho-
sen for the data that should be analysed. Consequently if
a dataset contains clusters of arbitrary shapes, ak means
clustering may produce low-quality results, because it only
creates spherical groups. As this example shows, a general
purpose method may fail on a given dataset and the detec-
tion of this failure is difficult to accomplish. Furthermore
the presence of outliers can also significantly distort results
of statistical routines.

Therefore the following discussions propose possible
combinations of statistical methods and information visu-
alization techniques for clustering, outlier detection and
dimension reduction that may compensate the drawbacks
of individual approaches.

3.1 Grouping of Data Items

The most popular statistical routine in data mining applica-
tions is clustering, that introduces partitions of the dataset.
The detected groups can be seen as a simplification of data
that allows an easier interpretation of the main patterns.
But clustering results are also used to create clearer visu-
alizations and a reduction of data items for time consum-
ing calculations. An example is shown in figure 1 were
the dataset UVW [2] containing 149769 data items is il-
lustrated in parallel coordinate view. The first visualiza-
tion simply plots all data items, which results in a clutterd
graphic, while the second incorporates the information of
the fuzzy clustering approach and thus reveals the struc-
ture of the data.

Consequently a clustering algorithm can introduce a
meaningful division of the data into groups. But a visual
verification of these partitions is crucial, because the intro-
duced clusters may not be appropriate for the structures in
the data. As general purpose clustering algorithms suffer
that the number of clusters has to be set and/or the created
clusters show a specific shape their results could be ma-
nipulated to achieve a better fit of the real groups in the



Figure 1: A cluttered parallel coordinate visualization
(above) can reveal structure if clustering information is in-
tegrated (below).

data.
A visualization system that captures both the high di-

mensionality of the data as well as local features has to
be applied to provide a user interface for the exploration
and manipulation of clustering results. In the scope of
this work the use of parallel coordinates and scatterplots
is suggested. While the latter makes the intuitive inves-
tigation of two dimensional features possible, a parallel
coordinates view illustrates all dimensions of a dataset.
Furthermore dimension reduction techniques are applied
to map the data items in a two dimensional space, which is
visualized by a scatterplot. This allows a validation of the
quality of the introduced partitions and represents a user
interface for multivariate modifications of the clustering
result.

As operations, that adapt the introduced partitions, clus-
ters can be split, merged or deleted. Furthermore a clus-
ter can be selected for a subclustering procedure, where
only the data items of the chosen partition are considered
for a clustering. But also cluster centers can be reposi-
tioned and objects can be reassigned to the cluster with
the nearest center. After those interactions took place a
reclustering based on the adapted clustering result can be
initiated to improve the solution. Thus an interactive infor-

mation exchange between a computational routine and the
user’s interaction is established, which is a significantly
improved system in comparison to information visualiza-
tion applications that only allow the exploration of clus-
tering results. Because now the user is not restricted to the
initiation of interactions, that are based on the perceived
(mostly lower dimensional) features, also a routine that
considers patterns in data space can be interactively ap-
plied.

3.2 Dimension Reduction and Feature Sub-
set Selection

Based on a user defined similarity measure between at-
tributes, a clustering procedure can be initiated to intro-
duce groups of similar variables. Therefore a hierarchi-
cal clustering approach is adequate, because it allows the
interactive modification of the group number. The estab-
lished hierarchy of dimension relationships can be used as
starting point for an interactive feature subset selection ap-
plication that can also be combined with dimension reduc-
tion techniques. Thus a visualization of the dendrogram
structure allows an interactive exploration of the cluster-
ing result. Dimensions that are represented by a selected
node can be illustrated by parallel coordinates and serve as
decision guidance for the feature selection. Additionally if
for a group no representative dimension can be chosen, a
dimension reduction approach is available. Consequently
the main information represented by the cluster of dimen-
sions is captured by a small number of artificial attributes,
which can be selected.

The concept of this approach is shown in figure 2 by a
simple dataset containing four attributes, from which two
pairs are highly correlated. The parallel coordinates view
on the left side illustrates this issue, while a representa-
tion of the cluster tree structure in the upper right corner
shows that the clustering divides the attributes into two
subgroups.

Figure 2: An attribute hierarchy representation and a par-
allel coordinate visualization showing the dimension rela-
tionships.

Because a clustering approach, that is not adapted to a
specific kind of data, can produce arbitrarily bad fits to the
structure of the dimension coherences, it is crucial that the
user examines the achieved grouping. Therefore the most
characteristic attributes of the clusters as well as those



variables that can also be assigned to different partitions
have to be determined. Dimensions of the first category
may be those candidates that are chosen by the user to
represent other dimensions for further operations. Other
attributes may be of minor importance from the cluster-
ing point of view. Nevertheless the user can incorporate
her/his knowledge in the process and can also choose those
attributes, if they represent essential information.

Consequently this approach combines a statistical pro-
cedure to create an initial solution for the subset selection
problem by introducing groups of dimensions for which a
representative attribute can be chosen. But also the input
of the user is required to choose the correct subset by visu-
ally validating the quality of the clustering. If the dimen-
sion clusters are visually heterogeneous, a new clustering
can be tested to achieve a better result or a dimension re-
duction approach can be applied.

3.3 Multivariate Outlier Detection

In contrast to the detection of clusters, where similar data
items are grouped, the identification of outliers searches
for objects that deviate from the main behaviour of the
data. Consequently this subset of data points may be
heterogeneous. As browsing and selection techniques of
information visualization applications only highlight data
items showing similar properties, this approach is not ade-
quate to detect high dimensional outliers. Therefore a sta-
tistical routine could be used again as an initial solution. In
general such a method provides parameters that steer the
number of identified outlying objects. Thus it is crucial to
have a visual feedback that allows the interactive determi-
nation of the optimal parameter settings. To achieve this
different linked visualizations, which are also able to apply
dimension reduction techniques, could be used. A projec-
tion of the data items on a low dimensional subspace to re-
alize a scatterplot illustration is especially helpful, because
this approach allows the verification, whether the detected
objects are at the border of the data cloud or deviate from
the main groups in the dataset. Thus a validation of the sta-
tistical outlier detection is achieved and data items that are
wrongly marked can also be manually deselected, which
enhances the quality of the outlier detection.

The application of multivariate outlier exclusion is cru-
cial for non-robust statistical routines, that calculate mis-
leading results in the presence of outlying objects. In con-
trast to that visualizations of large datasets mainly stress
the major patterns in the data. Thus it is essential to detect
possibly outlying data items to accentuate their represen-
tations.

4 Library for Statistical Functionality
for Visualization

For the determination of statistical functionality that is
of high importance for information visualization applica-

tions software packages like SpotFire [5], Miner3D [4] or
GGobi [1] were examined. Also publications of recent
years, that discuss the integration of computational ap-
proaches in the visual data mining process were analysed.
This research showed that the majority of the applied al-
gorithms are concerned with clustering and dimension re-
duction. But also the use of transformations to prepare the
data for further procedures was demonstrated especially
in GGobi. Besides of these main tasks standard calcu-
lations like statistical moments and correlation measures
were common.

In the scope of this work also a stronger integration
of robust methods should be obtained. This is shown by
implementing robust estimators for the location and the
spread of a set of data values as well as by providing the
calculation of robust correlation measures. But the main
application which demonstrates the capabilities of robust-
ness is the statistical outlier detection, which introduces a
measure of outlyingness for each data item.

Furthermore the concept of fuzzyness is considered, be-
cause decisions made in the real world, from where the
data comes from, are rarely reduced to yes/no answers.
Therefore the fuzzyk means clustering was implemented,
to show that it is not possible to assign each data item
strictly to one cluster. Thus a degree of uncertainty is in-
troduced to differentiate between objects that are near a
cluster center and those data points that are located at clus-
ter boundaries.

After introducing the main categories of functionality
that is made available by the library, the remainder of this
section gives an overview of the provided routines.

4.1 Transformations and Moments

Transformations can be seen as mappings of the data val-
ues to a certain interval or as modifications of the distribu-
tion of a set of values. The former application is useful to
prepare a dataset for clustering, so that each dimension has
the same range of values, which avoids that one attributes
has a stronger influence on the distance calculations in
the group finding process. The latter is of importance for
statistical routines like the distribution-based high dimen-
sional outlier detection, which can only be applied on data
from a multivariate elliptical distribution. Therefore the
statistics library provides linear, logarithmic, exponential
and squareroot transformations.

As these mappings are applied on single dimensions
separately also the statistical moments are in general cal-
culated for attributes of the dataset. Therefore classic as
well as robust estimates for the location (arithmetic mean,
median,α - trimmed mean) and the spread (standard devi-
ation, median of absolute deviations, inter quartile range)
are provided.



4.2 Correlations and Covariances

To analyse the coherence between two variables three cor-
relation measures are implemented. The classic Pearson
correlation, which is biased if outliers are present, and the
robust Spearman and Kendall correlations can be calcu-
lated. The two robust estimates do not only detect linear
relationships but also exponential and logarithmic depen-
dencies between dimensions.

A rough estimate for the shape of the multidimensional
data cloud is given by the covariance matrix, which is a
symmetric matrix holding the variances of the attributes in
the main diagonal and the covariances between the dimen-
sions in the off diagonal entries. As the covariance matrix
describes the data as an hyper-ellipsoid it can be applied to
integrate the shape of the data distribution into the distance
calculation. This is achieved by the Mahalanobis distance.
If a robust calculation scheme for the covariance matrix
like the minimum covariance determinant (MCD) [21] es-
timator is applied, this concept can be used to calculate
robust distances that assign high values to data items that
strongly deviate from the majority of data items.

4.3 Clustering and Dimension Reduction

For the division of datasets into partitions the popular clus-
tering proceduresk means and fuzzyk means were imple-
mented. While the first algorithm introduces a hard clus-
ter structure, where each data item is assign to exactly one
group, the fuzzy approach calculates memberships, that
indicate to which degree an object belongs to a given clus-
ter. Thereby the sum of the memberships for a data item
always accounts 1. Additionally a hierarchical clustering
approach based on the correlation matrix is realized to in-
troduce groups of dimensions. This routine can be used as
basis for a interactive feature subset selection application.

As dimension reduction routine the principal compo-
nent analysis (PCA) is provided. It is based on the covari-
ance matrix calculation. Thus also a robust PCA can be
accomplished, by using the MCD estimate as covariance
matrix.

4.4 Distributions and Statistical Tests

As theoretical distributions the normal, log normal, expo-
nential, uniform and chi-squared distribution are realized.
For each of these distributions values of the probability
density function (pdf) and of the cumulative distribution
function (cdf) as well as quantiles and random numbers are
available. Additionally a Kolmogorov-Smirnov test can be
performed to validate, whether a set of values comes from
these theoretical distributions. Furthermore the invocation
of tests, whether two attributes show the same distribution,
is possible.

4.5 Regression

A least squares linear regression that predicts the values
of a dependent variable based on a set of independent at-
tributes is implemented. This model fitting approach is
convenient for the identification of functional dependen-
cies between dimensions of a dataset.

5 Proof of Concept Case

To demonstrate the advantages of the combination be-
tween computational routines and a visual verification,
which also considers interactive modifications of the com-
puted results and possible restarts of the algorithm, the in-
teractive clustering tool that was realized for the sample
application is presented. For this program the graphical
user interface was based on the GTK+ [3] library, while
the visualizations were implemented in OpenGL [22].

The interactive clustering applies ak means algorithm
and illustrates its results in a scatterplot visualization of
the data items mapped on the first two principal compo-
nents. The cluster centers are also illustrated and used to
manipulate the introduced partitions. Recluster processes
are based on the repositioned cluster centers. Additionally
scatterplots and parallel coordinates make the inspection
of the original data possible.

As dataset the letter image recognition data [10] con-
taining 20 000 observations and 16 numeric variables,
which describe the properties of letters given as black-and-
white images is used. For this proof of concept case only
the letters A, B, C, D, E and F are considered, which re-
duces the number of data items to 4640. For the clustering
procedure all numeric attributes were used except the hor-
izontal and vertical position of the bounding box of the
letters that do not contain information to discriminate the
letters. As the dataset is based on the discretization of the
letters by a pixel raster, the measurements show integer
values and are not continuous.

Before the clustering was initiated the value ranges of
all dimensions were mapped to the unit interval. As the
first and the second principal component capture 48 % of
the variance in the data, the visualization of dimension re-
duction represents a good hint for the structures in the data.
Certainly an enormous amount of information is not con-
sidered, and thus not illustrated in the scatterplot visual-
izations shown in the figures 3, 5 and 7.

The interactive clustering process starts with an ini-
tial clustering, which introduces partitions that can be ex-
plored and manipulated. The result of this initial step is
shown in the figures 3 and 4. While the former illustra-
tion in the scatterplot provides an intuitive overview of
the data and its multidimensional structures, the parallel
coordinates view makes the investigation of the partition
shapes on single attributes possible.

The overview of the data, which is realized by the di-
mension reduction, shows that the green cluster, which



Figure 3: Clustering result mapped on principal compo-
nents

Figure 4: Clustering result in parallel coordinates

represents measurements of the letter A is very good sepa-
rated. The remainder of the data can not be partitioned that
easy. In the parallel coordinates it can be observed that
the cluster centers show deviations in specific dimensions
from the main behaviour of the data. As example the red
cluster shows significantly higher values in the first three
depicted dimensions, while the center of the green parti-
tion is discriminated by low values in the attributesy.bar,
y2barandx2ybr.

To emphasize on the differences between the clusters
their centers have been manually repositioned in the scat-
terplot visualization shown in figure 5 so that the clusters
focus on certain areas in the data. The modifications are
also projected back into the data space and visualized in
the parallel coordinate view (figure 4). There it is obvi-
ous that the modifications assigned more one dimensional
extreme values to the cluster centers. To verify if this ma-
nipulation results in a better discrimination of the clusters
a reclustering, taking the repositioned centers as initial so-

lution, is initiated.

Figure 5: Repositioned cluster centers in principal compo-
nents

Figure 6: Repositioned cluster centers in parallel coordi-
nates

This group finding process evaluated a similar solution
than the initial clustering. Nevertheless the energy func-
tion of thek means clustering signalizes that a better result
was found, because the sum of distances of the data items
to their nearest cluster centers was reduced. The scatter-
plot in figure 7 reveals that the regions of overlap between
the red, cyan and magenta cluster has been reduced, while
the yellow and the blue cluster still interweave. To re-
solve this visual inseparability further principal compo-
nents have to be taken into account. Only little changes
can be observed in the parallel coordinates visualization
(figure 8). As the clusters still show extreme values in sin-
gle dimensions a subspace clustering can be considered, to
separate the measurements of one letter from the remain-
der of the data.



Figure 7: Reclustering result mapped on principal compo-
nents

Figure 8: Reclustering result in parallel coordinates

6 Implementation

The implementation of the statistics library is aimed to
operate on large data sets holding millions of data items.
Therefore special attention was paid to process large ar-
rays of data values as fast as possible. To achieve this goal
an implementation in the language C++ was chosen, which
provides efficient pointer operations. The work with C++
also demands a concept for a failure safe usage of the li-
brary. To accomplish this issue all routines return a bool
variable indicating false, if the functionality could not be
executed correctly. Furthermore the parameters that are
passed to the methods apply to a scheme so that function
calls of different procedures have a similar structure and
thus are intuitive to use. The first category of parameters
concerns variables into which the results are written. Af-
terwards data specific information like dimension values
or mean vectors have to be set. The final class of parame-
ters is concerned with the properties of the applied algo-
rithm itself. Examples therefore are the number of clusters

for a k means clustering, or the robustness factor for an
MCD covariance matrix estimator.

To ease the integration of statistical routines into infor-
mation visualization applications the definition of an ad-
equate interface is crucial. Thus so called hooks of in-
teraction have been realized. These special function calls
enable the immediate recalculation of statistical facts like
correlations and moments for subsets of the data items.
This is important for applications where numerical sum-
maries of selected data items are requested. Those sum-
maries have to be updated if the selection changes or
if details-on-demand actions are initiated. Besides these
standard adaptations also task specific interface extensions
had to be included. Based on the statistical routine and its
visualization several interaction techniques can be spec-
ified. Consequently the implications of the user actions
have to be translated into parameter settings for the com-
putational algorithm in the statistical library to adapt its
result. This was accomplished on the basis of thek means
clustering. A typical visualization of a result of this par-
titioning procedure involves the representation of the data
items in colors according to their cluster membership and
the emphasis of the cluster centers. The latter can be used
to manipulate the clustering result by repositioning its cen-
ters or selecting clusters to initiate merge and splitting op-
erations. Those complex adaptations have to be covered by
the hooks of interactions and reformulated into ordinary
function calls to allow a reclustering based on the user’s
input.

As functionalities like the principal component analy-
sis and the robust distance calculation require matrix
inversion and determinant evaluation, implementations
for these operations were integrated from the numerical
recipes in C [20]. Also correlation computations, the re-
alization of theoretic distributions and the Kolmogorov-
Smirnov test build up on the fast and stable routines of
this repository of basic numerical procedures. Because of
the integration of robust methods, which require the eval-
uation of a value, having a specified position in a sample,
an efficient routine that returns thek smallest data value of
an array was realized [9]. Empirical tests prove that this
method is faster than the application of a quick sort proce-
dure.

7 Conclusions

While the most applications that consider techniques of
both information visualization and statistics, concentrate
on presentation and exploration of the results of computa-
tional routines, the possible benefit of an interactive col-
laboration of these fields is higher.

Future work has to concentrate on the translation of in-
teractions performed in a visual data mining view into pa-
rameter settings for statistical algorithms. Without this
contribution an efficient combination of the strengths of
computational capabilities with the experience and the



knowledge of the user is not possible. Also the interactive
information exchange between statistics and user actions
has to be accomplished. Numerical summaries, that are
immediately updated if selections are changed or details-
on-demand operations are executed, are necessary to vali-
date the percieved patterns in the visualizations.

Furthermore the concept of robustness, which is well
known in the field of statistics, has to be incorporated into
the visual data mining workflow. This is a crucial task, be-
cause outlying data items can significantly distort the re-
sults of statistical routines as well as the visual impression
provided by visualizations, which build up on the outcome
of these algorithms.
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